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Abstract

In this document we present the relevant Supplementary Materials accompanying the
manuscript “A control framework to optimize social distancing measures in the course of
the COVID-19 pandemic” by Pataro, Oliveira et al.
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Supplementary Figure 1. A factsheet of Bahia, Brazil, with the main economic and social
indicators. Extracted from the Brazilian Institute of Geography and Statistics (IBGE). The
exchange rate used to convert Brazilian reais (BRL) to US dollars (USD) was 1 BRL = 0.19
USD (as of Dec 29, 2020).
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Supplementary Figure 2. Social mobility reduction index. The dashed lines represent the
daily percentage of social mobility given by InLoco. The full black line is the moving average
mean of 8 days.
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Supplementary Figure 3. Real and simulated social mobility and governmental interven-
tions in the state of Bahia. Levels of stringency (A) and social mobility reduction (B) indexes
are shown for the high and low compliance scenarios, as well as the actual value of these met-
rics in the state-level during the period. The observed SMRI values (March 6-September 15)
consist of a 8-day moving average. The dotted line in panel (B) indicates the assumed values
of SMRI as described in Results. This scenario represents a hypothetical situation in which
the government would have applied 21 decrees with stringency index varying between 0.216 to
0.6269, as described in Table S4.
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Supplementary Figure 4. Real and simulation-controlled COVID-19 epidemic unfolding
in Bahia, Brazil. (A) New cases; (B) deaths; (C) clinical hospitalization and (D) ICU bed
requirements at the state level. The dashed-blue lines represent the dynamics of the validated
model presented in Fig. 2 considering the observed SMRI time series in Fig. 3B. The dashed-
dotted lines represent the clinical and ICU bed limits. Raw data (black dots) from March 6 to
September 15, 2020 are shown in this graph. This scenario represent a hypothetical situation in
which the government would have applied 21 decrees with stringency index varying between
21.62% and 62.69%, as described in Table S4.
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Supplementary Figure 5. Real and simulated social mobility and governmental inter-
ventions in the state of Bahia. Levels of stringency (A) and social mobility reduction (B)
indexes. The blue-solid line represents the real measured index applied in the state from March
16 to September 15. The dotted line in panel (B) indicates the assumed values of SMRI. This
scenario simulates different control tuning with the limited variation of the stringency index be-
tween 21.62% and 49.21%, changing the parameter Q to adjust the trade-off between reducing
the level of the measures or minimizing the number of cases. Q was adjusted according to the
time windows: i) from March 6 to May 15 ii) from May 16 to August 23 and iii) from August
24 to October 15. For the red line Q is 8e4, 3e4, 1e4. For the yellow line Q is 5e6, 1e6, 2e5. For
the violet line Q is 1e4, 5e3, 1e3. For the green line Q is 5e3, 1e3, 1e3.

7



Supplementary Figure 6. Real and simulation-controlled COVID-19 epidemic behavior
in Bahia, Brazil. (A) New cases; (B) deaths; (C) clinical hospitalization and (D) ICU bed
requirements at the state level. The dashed-blue lines represent the dynamics of the validated
model presented in Fig. 2 considering the observed SMRI time series in Fig. 3B. The dashed-
dotted lines represent the clinical and ICU bed limits. Raw data (black dots) from March 6 to
September 15, 2020 are shown in this graph. This scenario simulates different control tuning
with the limited variation of the stringency index between 21.62% and 49.21%, changing the
parameter Q to adjust the trade-off between reduce the level of the measures or minimize the
number of cases. The Q was adjusted accordingly to the time windows: i) from March 6 to
May 15 ii) from May 16 to August 23 and iii) from August 24 to October 15. For the red line
Q is 8e4, 3e4, 1e4. For the yellow line Q is 5e6, 1e6, 2e5. For the violet line Q is 1e4, 5e3, 1e3.
For the green line Q is 5e3, 1e3, 1e3.
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Supplementary Figure 7. Sensitivity analysis study for S, E, Ia, Is, U , H , R and D com-
partments over time. The total effect index STi

is shown for each evaluated parameter in each
compartment of the SEIIHURD model.
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Supplementary Figure 8. (A) Control loop scheme and (B) SEIIHURD compartmental
model. The notation k used in (A) defines the discrete sample time in the control algorithm.
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Supplementary Table 1. Key epidemiological parameters used in the SEIIHURD+ψ model
without gains. Estimates and values for the analysis of the SEIIHURD+ψ without gains with
their search interval (when applicable) and respective estimates obtained according to best fit
to data up to September 15, 2020 for Bahia. The parameters search intervals were informed by
our previous literature mining (1).

Parameter Description Interval Fixed
Estimated
(95% CI)

β0 Pre-intervention transmission rate [0, 3] - 2.13 (2.02-2.24)
β1 Post-intervention transmission rate [0, 3] - 1.76 (1.67-1.85)
β2 Post-intervention transmission rate [0, 3] - 1.13 (1.07-1.19)
β3 Post-intervention transmission rate [0, 3] - 1.00 (0.95-1.05)
t1 Time of transmission rate change [March 26th, May 17th] - March 26
t2 Time of transmission rate change [May 18th, August 1st] - May 18
t3 Time of transmission rate change [August 1st, September 15th] - Aug 1

δ
Asymptomatic/non-detected
infectivity factor

[0,0.75] 0.31 -

p
Proportion of latent (E) that
proceed to symptomatic infective

[0.13, 0.5] 0.2 -

κ Mean exposed period [1/6, 1/3] 1/4 -
γa Mean asymptomatic period [1/3.70, 1/3.24] 1/3.5 -
γs Mean symptomatic period [1/5, 1/3] 1/4 -

h
Proportion of symptomatic
needing hospitalization or ICU

[0.05, 0.25] 0.06 -

1− ξ Proportion of symptomatic
that proceed to ICU

[0.01, 0.5] 0.47 -

γH Mean hospitalization (clinical beds) period [1/12, 1/4] 0.18 -
γU Mean ICU period [1/12, 1/3] 0.13 -

µH
Death rate of hospitalized
individuals

[0.1, 0.2] 0.15 -

µU Death rate of ICU individuals [0.4, 0.5] 0.4 -

ωH
Proportion of hospitalized
that goes to ICU

[0.1, 0.3] 0.14 -

ωU
Proportion of ICU that
goes to hospitalization

[0.1, 0.3] 0.29 -
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Supplementary Table 2. Parameter specifications for the optimizations procedure.

Parameter Search interval
Initial condition
for the optimization
problem

g1β [0; 3] 1
g2h [0.05; 0.25] 0.06
g3ξ [0.5; 0.99] 0.53
g4µU [0.4; 0.5] 0.4
g5γU [1/12; 1/3] 0.13
g6γH [1/12; 1/4] 0.18
g7p [0.13; 0.5] 0.2
g8ωU [0.1; 0.3] 0.29
g9ωH [0.1; 0.3] 0.14
g10µH [0.1; 0.2] 0.15
g11δ [0.01; 0.75] 0.31
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Supplementary Table 3. Control Input evaluation

Control Input Value Social Distancing Measure ID
0% Do nothing

21.62% O1= 0.333, O2= 0.5, O3= 0.25, O4= 0.0, C1= 0.214 and C2 = 0.00
36.71% O1= 0.667, O2= 1.0, O3= 0.25, O4= 0.0, C1= 0.286 and C2 = 0.00
38.10% O1= 0.667, O2= 1.0, O3= 0.25, O4= 0.0, C1= 0.428 and C2 = 0.00
39.00% O1= 0.500, O2= 1.0, O3= 0.25, O4= 0.0, C1= 0.286 and C2 = 0.25
40.87% O1= 0.667, O2= 1.0, O3= 0.25, O4= 0.0, C1= 0.286 and C2 = 0.25
41.50% O1= 0.667, O2= 1.0, O3= 0.39, O4= 0.0, C1= 0.428 and C2 = 0.00
42.23% O1= 0.667, O2= 1.0, O3= 0.39, O4= 0.0, C1= 0.456 and C2 = 0.01
43.25% O1= 0.667, O2= 1.0, O3= 0.25, O4= 0.0, C1= 0.428 and C2 = 0.25
44.84% O1= 0.333, O2= 1.0, O3= 1.00, O4= 0.0, C1= 0.357 and C2 = 0.00
45.90% O1= 0.667, O2= 1.0, O3= 0.39, O4= 0.0, C1= 0.442 and C2 = 0.25
47.05% O1= 0.667, O2= 1.0, O3= 0.39, O4= 0.0, C1= 0.511 and C2 = 0.25
49.21% O1= 0.667, O2= 1.0, O3= 0.25, O4= 0.5, C1= 0.286 and C2 = 0.25
49.80% O1= 0.333, O2= 1.0, O3= 1.00, O4= 0.0, C1= 0.571 and C2 = 0.08
51.59% O1= 0.667, O2= 1.0, O3= 0.25, O4= 0.5, C1= 0.428 and C2 = 0.25
54.56% O1= 0.333, O2= 1.0, O3= 1.00, O4= 0.0, C1= 0.857 and C2 = 0.08
54.69% O1= 0.667, O2= 1.0, O3= 0.39, O4= 0.5, C1= 0.469 and C2 = 0.25
55.61% O1= 0.667, O2= 1.0, O3= 0.39, O4= 0.5, C1= 0.525 and C2 = 0.25
57.94% O1= 0.667, O2= 1.0, O3= 1.00, O4= 0.0, C1= 0.642 and C2 = 0.16
60.12% O1= 0.667, O2= 1.0, O3= 1.00, O4= 0.0, C1= 0.857 and C2 = 0.08
62.69% O1= 0.667, O2= 1.0, O3= 1.00, O4= 0.0, C1= 0.928 and C2 = 0.16
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Supplementary Table 5. Key epidemiological parameters used in the SEIIHURD model.

Parameter Description
β Transmission rate
ti Time of transmission rate change implicit on the Heaviside step function of β
δ Asymptomatic/non-detected infectivity factor
p Proportion of latent (E) that proceed to symptomatic infective
κ Mean exposed period (days−1)
γa Mean asymptomatic period (days−1)
γs Mean symptomatic period (days−1)
h Proportion of symptomatic needing hospitalization (clinical beds) or ICU
1− ξ Proportion of symptomatic that proceed to ICU
γH Mean hospitalization (clinical beds) period (days−1)
γU Mean ICU period (days−1)
µH Death rate of hospitalized individuals
µU Death rate of ICU individuals
ωH Proportion of hospitalized that goes to ICU
ωU Proportion of ICU that goes to hospitalization
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Supplementary Note 1
Parameter sensitivity analysis
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Parameter sensitivity analysis

We performed a sensitivity analysis to evaluate the effects of model parameters in the dynamics

of Ia, Is, U , H , R, S, E and D over time. By using an statistical variance-based method,

described by Sobol (2001) (2), the sensitivity analysis of the SEIIHURD+ψ model considers

the following parameter vector

θ := (κ, γa, γs, γh, γu, µu, ξ, h, µh, ωh, ωu, δ, p) ∈ R13, (1)

assuming that its elements are uniformly distributed in proper intervals:

β ∼ U(0, 3), γH ∼ U(1/12, 1/4), γU ∼ U(1/12, 1/3),
µU ∼ U(0.4, 0.5), ξ ∼ U(0.5, 0.99), h ∼ U(0.05, 0.99),
µH ∼ U(0.1, 0.2), ωH ∼ U(0.1, 0.3), ωU ∼ U(0.1, 0.3),
δ ∼ U(0, 1.5), p ∼ U(0.13, 0.5).

(2)

To apply this method, we first generated sample values for the input factors shown in Eq. (1)

by creating matrices A and B, each with size N × n, where N is the number of samples and

n = 13 is the number of parameters being analyzed, given by

A =


θ
(A1)
1 θ

(A1)
2 . . . θ

(A1)
i . . . θ

(A1)
n

θ
(A2)
1 θ

(A2)
2 . . . θ

(A2)
i . . . θ

(A2)
n

...
... . . .

... . . .
...

θ
(AN)
1 θ

(AN)
2 . . . θ

(AN)
i . . . θ

(AN)
n

 (3)

and

B =


θ
(B1)
1 θ

(B1)
2 . . . θ

(B1)
i . . . θ

(B1)
n

θ
(B2)
1 θ

(B2)
2 . . . θ

(B2)
i . . . θ

(B2)
n

...
... . . .

... . . .
...

θ
(BN)
1 θ

(BN)
2 . . . θ

(BN)
i . . . θ

(BN)
n

 . (4)

We then create nmatricesAi
B, where column i comes from matrixB and all other n−1 columns

come from matrix A:

Ai
B =


θ
(A1)
1 θ

(A1)
2 . . . θ

(B1)
i . . . θ

(A1)
n

θ
(A2)
1 θ

(A2)
2 . . . θ

(B2)
i . . . θ

(A2)
n

...
... . . .

... . . .
...

θ
(AN)
1 θ

(AN)
2 . . . θ

(BN)
i . . . θ

(AN)
n


18



In the matrices A, B and Ai
B, each row represents a set of parameter to be used as an input

for the model. Numerical simulations are performed, and the output of the sample matrices A,

B and Ai
B are stored as the vectors

YA =


Y
(
A(A1)

)
Y
(
A(A2)

)
...

Y
(
A(AN)

)
 ; YB =


Y
(
B(B1)

)
Y
(
B(B2)

)
...

Y
(
B(BN)

)
 ; YAi

B
. (5)

where YA, YB and YAi
B

are output vectors.

The final step involves the calculation of the sensitivity indices, using the samples generated

during the sampling scheme. We computed the total effect indices, given by

STi
= 1− YA · YB − f 2

YA · YA − f 2
(6)

where f is defined as

f :=
1

N

N∑
j=1

Y
(j)
A . (7)

This index indicates the contribution of the parameter to the output of the model. The impor-

tance of each parameter i is proportional to the value of STi
, meaning that higher STi

leads to a

higher contribution to the model output (3). Parameters with higher ST need a more carefully

calibration, as small error during the calibration can lead to larger errors to the predictions gen-

erated by the model. The total effect takes into account higher-order interactions among model

variables; thus, correlation between variables can also be identified using this method. In ad-

dition, we also evaluated the influence of first-order effects, which do not consider interactions

among variables, to the model output.

The numerical simulations were performed using the SALib library (4). The experiment

was conducted generating N = 15,000 parameter combinations, totaling 195,000 simulations

of the model, and the result shows the evolution of the parameters according to S, E, Ia, Is, U ,

H , R and D compartments.
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The results for the sensitivity analysis of the SEIIHURD+ψ model confirm our previous

findings of the sensitivity of the SEIIHURD model, where we showed that the transmission

rate, β, and δ, the factor that reduces the infectivity of asymptomatic/non-detected individuals,

were among the most influential parameters to every model output during most of the evaluated

periods (1). This result is recapitulated in every compartment throughout the course of the

model dynamics studied herein (Supplementary Fig. 7). In the initial simulation period (up

to day 20), the parameters that exert the most impact to the compartments related to severe

disease (H , U ) and fatalities (D), after β and δ, was h (the proportion of symptomatic needing

hospitalization or ICU). In U , the parameter ξ also appears to play an important role in the

dynamics of critical cases, which is expected as the parameter 1− ξ associates to the proportion

of hospitalized symptomatic that proceed to ICU (Supplementary Fig. 7E,F,H). The parameter

p, the proportion of latent (E) that proceed to symptomatic infective, appears as an important

factor governing the dynamics of individuals in Is, specially at the initial simulation period and

at later time points.

In line with our previous findings on the dynamics of the SEIIHURD model system (1), now

expanded to the SEIIHURD+ψ framework, the sensitivity analysis conducted confirmed the

importance of carefully considering the intervals of β, δ, ξ and h, as these parameters represent

important determinants of the dynamics of the model. Indeed, we have previously conducted

an extensive literature mining of these key parameters to inform their ranges (Supplementary

Table 1 and Ref. (1)).
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Supplementary Note 2
NMPC Algorithm
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NMPC Algorithm

Finitely Parametrized NMPC for Social Distancing Guidelines

Initialize: N(0), S(0), E(0), Ia(0), Is(0), H(0), U(0), R(0) and D(0).
Require: Q, nI , nbeds, nICU

Loop, every day:

• Step (i): “Measure” the available contagion data (I(k), H(k), U(k), ψ(k) and D(k));

• Step (ii): Loop every week:

– Step (a): For each control sequence j:

* Step (1): Build the control vector Uk
* Step (2): Explicitly simulate the future sequence of the SEIIHURD variables;

* Step (3): Evaluate if constraints are respected. If they are not, end, else, com-
pute the cost function JNMPC(·) value.

– end
– Step (b): Choose the optimal control value Uk that corresponds to the smallest J(·).
– Step (c): Increment k, i.e. k ← k + 1.

• end

• Step (iii): Apply the local control policy u(k).

• Step (iv): Simulate the SEIIHURD+ψ model.

• Step (v): Increment k, i.e. k ← k + 1.

end
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