A comparison of accuracy and computational feasibility of two record linkage algorithms in retrieving vital status information from HIV/AIDS patients registered in Brazilian public databases
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ABSTRACT

Background and objective: While cross-referencing information from people living with HIV/AIDS (PLWHA) to the official mortality database is a critical step in monitoring the HIV/AIDS epidemic in Brazil, the accuracy of the linkage routine may compromise the validity of the final database, yielding to biased epidemiological estimates. We compared the accuracy and the total runtime of two linkage algorithms applied to retrieve vital status information from PLWHA in Brazilian public databases.

Methods: Nominally identified records from PLWHA were obtained from three distinct government databases. Linkage routines included an algorithm in Python language (PLA) and Reclink software (RlS), a probabilistic software largely utilized in Brazil. Records from PLWHA known to be alive were added to those from patients reported as deceased. Data were then searched into the mortality system. Scenarios where 5% and 50% of patients actually dead were simulated, considering both complete cases and 20% missing maternal names.

Results: When complete information was available both algorithms had comparable accuracies. In the scenario of 20% missing maternal names, PLA and RlS had sensitivities of 94.5% and 94.6% (p > 0.5), respectively; after manual reviewing, PLA sensitivity increased to 98.4% (96.6–100.0) exceeding that for RlS (p < 0.01). PLA had higher positive predictive value in 5% death proportion. Manual reviewing was intrinsically required by RlS in up to 14% register for people actually dead, whereas the corresponding proportion ranged from 1.5% to 2% for PLA. The lack of manual inspection did not alter PLA sensitivity when complete information was available. When incomplete data was available PLA sensitivity increased from 94.5% to 98.4%, thus exceeding that presented by RlS (94.6%, p < 0.05). RlS spanned considerably less processing time compared to PLA.

Conclusion: Both linkage algorithms presented interchangeable accuracies in retrieving vital status data from PLWHA. RlS had a considerably lesser runtime but intrinsically required manually reviewing a fastidious proportion of the matched registries. On the other hand, PLA spent quite more runtime but spared manual reviewing at no expense of accuracy.

1. Introduction

Record linkage refers to the process of matching information from different datasets corresponding to the same individual or entity [1]. Record linkage involves two critical steps: a) a searching routine in which potentially linkable information are brought together for inspection and b) a comparison to infer whether the information referred to on each record are in fact from the same unit [2].

Though a number of routines are currently available to deal with more challenging scenarios [3], three main linkage types are broadly recognized. Manual linkage is the strategy by which records from two separate sources are manually compared and deemed as true matches
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or not [4]. Manually linking records might suffice for some simplistic applications but it becomes time consuming and even unpractical as the amount of data become larger [5].

Deterministic linkage routines are based on exact-match comparisons of either one univocal identifier common to both databases or a combination of variables (e.g. name, surname and date of birth) to yield unique discrimination [6]. Deterministic routines range from simply linking datasets by a univocal identifier to more refined stepwise approaches allowing variation between pairing records [3]. Probabilistic routines, on the other hand, rely on weighting matches and non-matches based on error probabilities and frequency distributions of attributed values in the input databases [5], taking into account the degree to which two matches comply with the agreement and disagreement weights for each identifier [7].

The choice of a suitable algorithm or its combined application depends on aspects such as the proportion of erroneous entries and missing values, the actual discriminating power of the identifiers and the prior knowledge on the database’s completeness [7]. As a rule of thumb, whenever good quality direct identifiers are available deterministic algorithms are preferable; conversely, probabilistic routines are indicated when such identifiers are not available or when data is of poor quality [7]. In practical terms, however, this decision is left to the users and is based on their preferences and their ultimate goals for the linkage project [3].

Currently, as both the diversity of information sources and the length of individual datasets increase, the efficiency of record linkage algorithms is considered to be better approached not only on the basis of accuracy measures but also considering its computational feasibility, thus accounting for the time elapsed while processing [8].

Irrespective of the routine applied, record linkage is being increasingly utilized to enable health researchers to gather longitudinal information for entire populations [5,9]. Information provided by health care delivery system and by monitoring and surveillance, constitutes a major source of data on both mortality and morbidity [16], which can be further integrated into a larger comprehensive database for epidemiological and research purposes.

In Brazil, the linkage of various public databases is instrumental in monitoring the HIV/AIDS epidemic [11]. Notwithstanding the diversity of sources of information, merging data to the official mortality database (Mortality Information System/SIM) constituted our primary interest as routine searches in the SIM are performed to both identify deaths among those HIV/AIDS cases mandatorily reported and to detect unreported cases [12].

While linking information from PLWHA to the official mortality databases is a critical step in monitoring the HIV/AIDS epidemic in the country [11], the accuracy of the linkage routine may compromise the validity and generalizability of the final merged database, yielding to biased estimates [3]. False-positive matches, that is, erroneously matching records that pertain to distinct individuals, can both underestimate survival and overestimate disease incidence among external cohorts linked to the mortality registry [13,14]; false-negative non-matches, by contrast, can bias risk differences and the risk ratios toward the null value [13].

From the variety of linkage algorithms currently available to assist retrieving vital status information from PLWHA two are of primary interest in the present analyses, because they have been used to link databases of HIV/AIDS patients with other public databases in a regular basis. RIS, a probabilistic approach-based software routinely used by the national AIDS program to link public databases [15,16] and a previously validated deterministic algorithm, used on a regular basis to retrieve vital status from patients lost to follow-up in a HIV/AIDS cohort [17–22].

Though both routines have been extensively assessed in terms of diagnostic accuracy, to our knowledge no comparative assessment of their accuracies and computational feasibilities has been carried out so far. Therefore, it would be of great value to critically examine the potentialities of such algorithms in cross-referencing information from PLWHA to the mortality database so as to determine the most suitable application strategy, in terms of single or combined utilization and runtime processing aiming to improve HIV/AIDS case surveillance and to assist researchers to accurately gather information from public databases.

In the present manuscript, we compared the accuracy and the total runtime of two linkage algorithms in linking information from PLWHA registered in HIV/AIDS public databases to the SIM database.

2. Materials and methods

2.1. Data sources and inclusion criteria

We employed data from three distinct sources: the Medication Logistics Control System (SICLOM), which provides logistic support regarding antiretroviral therapy dispensation [23], the Laboratory Test Control System (SISCEL), which monitors information on laboratory tests [24] and the SIM database.

Fake test datasets containing different proportions of records from people known to be alive and from people actually dead (PAD) were assembled in order to determine sensitivity, specificity and predictive values. Data from people known to be alive consisted of information from PLWHA on antiretroviral treatment by the end of December 2012 according to SICLOM. Data from PAD comprised information from PLWHA registered as deceased in the SICLOM between January 2008 and December 2009.

Whenever information on the vital status from SICLOM and SIM diverged, data were validated using SISCEL information. Records from patients having dubious or conflicting information on the vital status were excluded.

Four different scenarios were considered; firstly, we simulated a scenario wherein PAD occurred in a 50% proportion. To this end, we assembled datasets with 200 records from PAD randomly selected combined to 200 records from PLWHA known to be alive. Alternatively, we considered a scenario of 5% PAD, consisting of a random sample of 200 records from PAD combined to 3800 records from PLWHA known to be alive. Power and sample size calculations have been described elsewhere [25]. Those test datasets were then searched in the mortality database in a time frame from January 2008 to December 2010, the outcome being defined as “finding a record in the mortality database given it is truly there.”

The two last scenarios consisted of datasets with 50% and 5% PAD associated to the randomly removal of 20% of maternal names from the test databases. Distinct datasets were constructed for each scenario so as to warrant further validity. To minimize bias, two independent researchers performed the manual review process. Total runtime was assessed for every linkage procedure as the time elapsed between session initiation and obtaining the final read-to-use output.

Importantly, information on patients’ death among PLWHA on antiretroviral therapy is regularly entered into SICLOM database through a specific form (available at: http://www.aids.gov.br/pt-br/pub/2017/formulario-de-cadastramento-de-obito-siclom), thus consisting in an independent source of death information apart from SIM.

As a complementary analysis, we used information from Information System for Notifiable Diseases (SINAN). Data from PAD consisted of AIDS cases reported to SINAN through the death criterion, which is adopted when AIDS is diagnosed after the patient’s death. We utilized data form SINAN between January 2008 and December 2009. Data from people known to be alive consisted of information from individuals who died in 2012 according to SIM. Again, those datasets were searched in the SIM database from January 2008 to December 2010.
2.2. Record linkage algorithms and data preprocessing

The first linkage approach constituted a deterministic algorithm written in Python programming language (PLA) [18]. PLA was primarily implemented to assist in the retrieval of information on the vital status of PLWHA lost to follow-up in two large urban HIV/AIDS cohorts [17–19] and it has been routinely used for such purpose [21,22]. PLA has also been adapted to cross-reference PLWHA public databases to both tuberculosis [19,20] and AIDS cohorts databases [21].

PLA correlates records using exact comparisons and also allows for minor errors in names and dates of birth, measured by means of phonetic codes and a string similarity score implemented with the difflib module (https://pytomw.com/2/difflib/), which helps dealing with specific differences between sequences and dates. Here, PLA ran both in a fully automated procedure (PLA-FAP) or associated to manual review of unresolved not excluded pairs (PLA-MR). Here we used Python 2.7.13 and difflib 2.3 versions. Patient’s name, mother’s name and date of birth were used as matching fields with parameter estimates obtained with the Expectation–Maximization algorithm. The field’s name and mother’s name were compared using the Levenshtein distance string comparator measure [14].

The second algorithm, Reclink software (RIS), is an open-source, multiplatform package based on probabilistic record linkage strategy built in C++ programming language [26]. The system was developed in the late 1990’s and has been updated on a regular basis. We utilized RIS version 3.1.6.3160.

A number of manuscripts making use of RIS can be found in the literature [27–30]. A multiple-step blocking strategy was employed to maximize the finding of true matches [31], with the last two steps requiring manual review. Blocking keys applied were the phonetic codes for the patient’s first and last name and sex; comparison variables and linkage parameters used included patient’s name (matching probability 98% and error probability 0.0011%; threshold 85%), mother’s name (matching probability 74%, and error probability 0.0046%; threshold 85%) and date of birth (matching, probability 98%, and error probability 2.336%; threshold 65%) [11,32].

2.3. Accuracy measures and statistical analysis

Sensitivity, specificity, negative predictive value (NPV) and positive predictive value (PPV) were calculated, with the positive case being death. Confusion matrices were constructed by cross tabulating data regarding the true status of the patients (dead or alive) and the results of the linkage procedure (matched or not matched). Differences in accuracy were assessed in a paired study design, where both algorithms were applied to the same set of records [25], with the last two steps requiring manual review. Blocking keys applied were the phonetic codes for the patient’s first and last name and sex; comparison variables and linkage parameters used included patient’s name (matching probability 98% and error probability 0.0011%; threshold 85%), mother’s name (matching probability 74%, and error probability 0.0046%; threshold 85%) and date of birth (matching, probability 98%, and error probability 2.336%; threshold 65%) [11,32].

All record linkage procedures run on a Windows 10 machine with 2.60 GHz Core i7 processor and 8 GB RAM. Statistical analyses were performed in the R software environment version 3.3.3 (https://cran.r-project.org/).

3. Results

Table 1 shows accuracy values for PLA and RIS when complete information was available. Though sensitivity for PLA-FAP increased from 96.8% to 98.9% after manual review it did not differ from RIS (98.4%, p > 0.05). Specificity for PLA and RIS did not differ. Increasing proportions of people actually dead had only marginal impact over NPV and PPV values for both algorithms.

In the scenario of 20% missing maternal names, PLA-FAP and RIS had quite similar sensitivities, respectively 94.5% (91.3–97.8) and 94.6% (91.3–97.9, p > 0.5); after manual reviewing, PLA sensitivity increased to 98.4% (96.6–100.0) exceeding that for RIS (p < 0.01). Though in low magnitude, both PLA had significantly higher specificities compared to RIS [99.9% (99.8–100.0) and 99.6% (99.4–99.8), p < 0.01], respectively.

NPP and PPV for both algorithms were virtually interchangeable despite the proportion of deaths, but PPV in 5% PAD was higher for PLA-FAP and PLA-MR compared to RIS: 97.8% (95.6–99.9), 97.9% (95.8–99.9) and 91.6% (87.7–95.6), respectively (p < 0.01 for both; Table 1).

F-measure ranged from 96.1% to 98.9% for PLA, mainly depending on the proportion of PAD and to a lesser degree on the amount of information available; the procedure with no manual review only slightly impacted the metrics. As for RIS, f-measure varied from 93.1% (when 5% PAD were present and data lacked 20% maternal names) to 98.9% (Tables 1 and 2).

Manual reviewing was intrinsically required by RIS in 6% to 14% of the number of PAD, respectively when full information and incomplete data were entered; as for PLA, the corresponding proportions were 1.5%–2%. The lack of manual inspection did not imply in statistically significant changes in PLA sensitivity when complete information was available. When incomplete data was available, however, manual reviewing increased PLA sensitivity from to 94.5% to 98.4%, thus exceeding that presented by RIS (94.6%, p < 0.05, Table 2). No noteworthy differences in the accuracy measures were found when using information from SINAN database (See Supplementary Data).

RIS processing time spanned between 0.7 h in a 5% PAD scenario with complete data and 1.5 h when 50% of truly deceased individuals were used and 20% maternal names lacked. As for PLA, processing time ranged between 10 h (50% PAD) up to 74 h (5% PAD).

4. Discussion

To the best of our knowledge this is the first study to and a previously validated algorithm implemented in Python language (PLA) and also to assess RIS in the context of fictitious datasets combined to a known and reliable gold standard for vital status. The body of data presented points to two quite accurate linkage algorithms available to the retrieval of vital status information from PLWHA registered in public databases.

Although both algorithms performed well when full information was available, in the presence of incomplete information PLA-FAP had slightly higher sensitivity compared to RIS, which translated into a significantly greater PPV when 5% records were from people actually dead (97.8% and 91.6%, respectively; p < 0.01). It should be emphasized that, such scenario simulates the proportion of deaths expected to occur in open cohorts of PLWHA from developing countries, which averages approximately 5/100 person-years [33].

Two major caveats are worth mentioning. First, RIS runs intrinsically in a rule-oriented supervised process which can be rather exhaustive as the blocking steps increases [31]. PLA, on the other hand, is implemented as a pre-gauged, chained pipeline [18], so not requiring complementary interactivity nor intervention to be fully carried out. While some trade-off between sensitivity and specificity may arise when introducing operational interactivity in opposition to a fully automated process [3,5], no relevant accuracy differences were seen despite PLA unsupervised performance.

Second, the decision on whether or not to incorporate manual reviewing as a complement to electronic linkage approaches. In some situations electronic algorithms are not sufficient to unambiguously judge all matches as either true or false pairs; in these scenarios manually reviewing cases may constitute an attractive option [34]. The amount of potential matches left to be manual reviewed is given by
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Table 1
Accuracy criteria (95% CI) for Python language algorithm and Reclink software. Complete information was entered.

<table>
<thead>
<tr>
<th>Accuracy Criteria</th>
<th>PLA-FAP</th>
<th>PLA-MR</th>
<th>RIS</th>
<th>p-value*</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>PLA-FAP</td>
<td>PLA-MR</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>96.8 (94.2–99.3)</td>
<td>98.9 (97.4–100.0)</td>
<td>98.4 (96.6–100.0)</td>
<td>&gt; 0.05</td>
</tr>
<tr>
<td>TP/FN count</td>
<td>194/6</td>
<td>198/2</td>
<td>197/3</td>
<td>&gt; 0.05</td>
</tr>
<tr>
<td>Specificity</td>
<td>99.0 (97.6–100.0)</td>
<td>99.5 (98.5–100.0)</td>
<td>99.9 (98.8–100.0)</td>
<td>&gt; 0.05</td>
</tr>
<tr>
<td>TN/FP count</td>
<td>198/2</td>
<td>198/2</td>
<td>199/1</td>
<td>&gt; 0.05</td>
</tr>
<tr>
<td>50% PAD</td>
<td></td>
<td></td>
<td>PLA-FAP</td>
<td>PLA-MR</td>
</tr>
<tr>
<td>PPV</td>
<td>99.4 (98.4–100.0)</td>
<td>99.7 (98.4–100.0)</td>
<td>99.5 (98.4–100.0)</td>
<td>&gt; 0.05</td>
</tr>
<tr>
<td>TP/FP count</td>
<td>194/2</td>
<td>198/2</td>
<td>197/1</td>
<td>&gt; 0.05</td>
</tr>
<tr>
<td>NPV</td>
<td>97.1 (94.8–99.4)</td>
<td>99.0 (97.6–100.0)</td>
<td>98.5 (96.8–100.0)</td>
<td>&gt; 0.05</td>
</tr>
<tr>
<td>TN/FN count</td>
<td>198/6</td>
<td>198/2</td>
<td>199/3</td>
<td>&gt; 0.05</td>
</tr>
<tr>
<td>F-measure</td>
<td>98.1</td>
<td>98.9</td>
<td>98.9</td>
<td></td>
</tr>
<tr>
<td>5% PAD</td>
<td></td>
<td></td>
<td>PLA-FAP</td>
<td>PLA-MR</td>
</tr>
<tr>
<td>PPV</td>
<td>96.8 (94.3–99.3)</td>
<td>97.9 (95.9–99.9)</td>
<td>96.7 (94.4 99.3)</td>
<td>&gt; 0.05</td>
</tr>
<tr>
<td>TP/FP count</td>
<td>196/10</td>
<td>195/16</td>
<td>192/28</td>
<td>&gt; 0.05</td>
</tr>
<tr>
<td>NPV</td>
<td>99.9 (99.8–100.0)</td>
<td>99.9 (99.8–100.0)</td>
<td>99.7 (99.6–100.0)</td>
<td>&gt; 0.05</td>
</tr>
<tr>
<td>TN/FN count</td>
<td>3790/4</td>
<td>3784/5</td>
<td>3772/8</td>
<td></td>
</tr>
<tr>
<td>F-measure</td>
<td>96.8</td>
<td>98.4</td>
<td>97.5</td>
<td></td>
</tr>
</tbody>
</table>


* When compared to RIS.

Table 2
Accuracy criteria (95% CI) for Python language algorithm and Reclink software. Data missed 20% maternal names.

<table>
<thead>
<tr>
<th>Accuracy Criteria</th>
<th>PLA-FAP</th>
<th>PLA-MR</th>
<th>RIS</th>
<th>p-value*</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>PLA-FAP</td>
<td>PLA-MR</td>
</tr>
<tr>
<td>Sensitivity</td>
<td>94.5 (91.3–97.8)</td>
<td>98.4 (96.6–100.0)</td>
<td>94.6 (91.3–97.9)</td>
<td>&gt; 0.05</td>
</tr>
<tr>
<td>TP/FN count</td>
<td>189/11</td>
<td>197/3</td>
<td>190/10</td>
<td>&lt; 0.01</td>
</tr>
<tr>
<td>Specificity</td>
<td>99.9 (99.8–100.0)</td>
<td>99.9 (99.8–100.0)</td>
<td>99.6 (99.4–99.8)</td>
<td>&lt; 0.01</td>
</tr>
<tr>
<td>TN/FP count</td>
<td>199/1</td>
<td>200/0</td>
<td>199/1</td>
<td>&lt; 0.01</td>
</tr>
<tr>
<td>50% PAD</td>
<td></td>
<td></td>
<td>PLA-FAP</td>
<td>PLA-MR</td>
</tr>
<tr>
<td>PPV</td>
<td>98.9 (97.4–100.0)</td>
<td>98.9 (97.4–100.0)</td>
<td>98.9 (97.4–100.0)</td>
<td>&gt; 0.05</td>
</tr>
<tr>
<td>TP/FP count</td>
<td>189/1</td>
<td>197/0</td>
<td>190/1</td>
<td>&gt; 0.05</td>
</tr>
<tr>
<td>NPV</td>
<td>98.5 (96.8–100.0)</td>
<td>99.0 (97.6–100.0)</td>
<td>98.0 (96.1–99.9)</td>
<td>&gt; 0.05</td>
</tr>
<tr>
<td>TN/FN count</td>
<td>3792/10</td>
<td>3793/6</td>
<td>3776/11</td>
<td></td>
</tr>
<tr>
<td>F-measure</td>
<td>96.1</td>
<td>98.1</td>
<td>93.1</td>
<td></td>
</tr>
</tbody>
</table>


* When compared to RIS.

Factors as the databases sizes, the difficulty in classifying all the data and the intrinsic inability of some algorithms to accurately discriminate matches from nonmatches [5].

Notwithstanding its potential to add sensitivity to linkage procedures when a fairly small number of pairs is left to be scrutinized, manually reviewing pairs may introduce subjectivity to the linkage procedure and a trade-off between sensitivity and specificity may arise when larger amount of data has to be reviewed [35]. As a matter of fact, manually reviewing data is a potential source of bias and may not actually increase accuracy [36,37].

RIS intrinsically required manual inspection of up to 14% of the total records with the interest condition. Conversely, the inclusion of manual review for PLA had no significant impact on its sensitivity when complete data were used and only marginally improved the algorithm when data lacked 20% maternal names, with sensitivity increasing from 94.5% to 96.6%. One should keep in mind, however, that regarding RIS, both the accuracy and the proportion of dubious matches left for manual inspection are clearly dependent on the linkage strategy adopted, with other strategies yielding to distinct results [26].

In a previous analyses PLA exhibited high accuracy when no information was missing, which in a practical application significantly decreased the loss to follow-up rate and hence increased death rates in cohorts of PLWHA [18]. In spite of both studies having used SIM as the reference dataset, the accuracy levels presented ratify such measurements when poorer quality data was entered as the comparison dataset (in this case, containing information from SICLOM). The accuracy of RIS presented only partially agrees with a previous report [14], when the authors described 87.6% and 99.6% respectively for sensitivity and specificity, which we ascribe to the different linkage parameters and blocking strategies adopted.

With reference to processing time, RIS spent considerably less time than PLA irrespective of the proportion of people actually dead or the data completeness. Possible explanations for this finding are: first, RIS was written in a compiled language (C + +), which is known to be faster and require less memory usage than interpreted languages such as Python; second, RIS development intended to optimize the system's performance [26], which is not the case for PLA.

Another reasoning is that PLA did not use the field sex in the
blocking phase and thus the resulting fewer blocking keys increased the computational time. It should be noted that PLA running time is intrinsically related to cubic time for the Ratcliff-Obershelp pattern recognition found in the SequenceMatcher class from difflib module. One should consider, therefore, trading-off an increased processing time in a fully unsupervised process as for PLA over an optimized processing time spent in an interactive supervised algorithm as RlS. Additionally, modifications are readily extensible regarding PLA (e.g. adding sex a blocking key) so as to speed up its performance.

Though canonically used for assessing the quality of data matching, accuracy may be treacherous as specificity and negative predictive value are often inflated given the large number of true nonmatches identified during the blocking phase [3]. To overcome that potential issue and also to account for unbalances in the dataframes we included the f-measure, a compound metrics representing trade-offs between sensitivity and specificity [38]. As a rule of thumb, the f-measure should ideally exceed 95% [3], which was the case for both routines examined except for RIS when poorest data were made available in the presence of a low proportion of people actually dead. As for the canonical metrics of accuracy, sparing manual review only slightly decreased the f-measure of PLA.

A relevant aspect before generalizing accuracy measures presented is the assumption that registers from PLWHA with unknown vital status (that is, in real-world situations) have similar chances of being accurately matched as those used in our analyses [39]. Since we used routine information from public databases to generate the datasets, it seems reasonable to infer that the measures calculated here will also be generalizable to such registries.

It is noteworthy that PLA allows for specific errors in data, measured by both phonetic codes and a built-in string similarity score. In situations where typing mistakes occur at a high rate, as is the case in government databases [40], manual reviewing process and matching errors would potentially increase [41]; in this context, string comparison functions as such implemented in PLA can somewhat improve the accuracy of the comparison vectors and therefore the linkage quality [36], which may explain the results presented.

The RIS linkage parameters employed seem to place more emphasis on specificity as oppose to false negative rate; such strategy is based on the notion that false positive misclassification of outcomes in survival analyses, even when non-differentially related to the exposure variables, can bias both the risk difference and the risk ratio towards the null value [14]. It should be kept in mind, however, that in follow-up studies based on registry information, false-positive and false-negative results would respectively over- or underestimate survival and that the antagonistic effects of both errors partly cancel out, with net bias depending on the relative frequency of such errors [13].

Two major strengths of our study are the use of data from an independent source of death information apart from the official mortality database to simulate known proportions of individuals with the condition of interest and the utilization of a bona fide gold standard to which the algorithm findings were compared. A limitation of the study would be the potentially misclassified information on the vital status in the SICLOM. In fact, an important issue that may arise when linking records to death databases to ascertain patients’ vital status is to single out missed matches, given it is often unknown whether the patient is actually alive or dead [42]. By validating the information on the vital status with data from the laboratory tests database, we circumvented this limitation, thus yielding to unbiased estimates.

It should be kept in mind that the Ratclif/Obershelp method implemented with difflib module has a suboptimal effectiveness to compare string matching, so using a different algorithm in spell check may be needed to further improve PLA accuracy. On the other hand, the Levenshtein distance calculated in Reclip processing puts more weight into single substitution in contrast to letter transposition. Although a study revealed similar values for a probabilistic and a deterministic algorithm, the former was considered more consistent, as the sensitivity for deterministic routines may decrease when data with different identifier characteristics (greater typographical mistakes rates, for instance) are entered [36]. Regardless the poor data quality described for Brazilian public databases [29], the expected impairment in sensitivity was clearly not the case herein.

While Brazilian HIV/AIDS surveillance system greatly relies on linking government databases, the accuracy of procedure critically determines the validity of the final merged data [14]. An accurate algorithm would potentially improve the surveillance by reducing the underreporting and aiding to gather information in a timely fashion [43]. By combining the death cases reported to the surveillance database to those identified through a reliable record linkage algorithm, it will be possible to get better estimates on the mortality rate for both case surveillance and research purposes.

By using a bona fide gold standard to ascertain vital status information, we were able to compare two distinct algorithms, which proved to be accurate enough in retrieving vital status information from HIV/AIDS patients in the official mortality database. RIS had a considerably lesser runtime but intrinsically required manually reviewing a considerable proportion of the matched registries. On the other hand, PLA spared manual reviewing at no expense of accuracy. Choosing which is more suitable depends on a clear trade-off between processing time and the structure for a supervised procedure. Improvements in computation times are warranted should PLA be used in larger datasets on a routine basis, though unarguably both algorithms met the criteria to that end.

5. Conclusions

PLA and RIS are two free algorithms accurate enough in retrieving the vital status of people living with HIV/AIDS from the Brazilian mortality database. The routines had overlapping accuracies when good quality data were entered, though PLA presented higher sensitivity when data lacked quality, which resulted in a significantly higher positive predictive value. RIS spent less processing time but intrinsically required manually inspecting a large proportion of the matched registries, whereas PLA spared manual reviewing at no expense of accuracy.

Authors’ contributions

All authors have made substantial contributions to the conception and design of the study and to the analysis and interpretation of the data. All authors approved the final version of the manuscript.

Conflicts of interest

None.

Funding

This work was supported by the Carlos Chagas Filho Research Support Foundation/FAPERJ (grant number E-26/201.471/2014), the Strategic Health Research Support Program/PAPES (grant number 407446/2012-5) and the National Council for Scientific and Technological Development/CNPq (grant numbers 407446/2012-5 and 304614/2012-2). The study protocol has been approved by the local institutional review board (approval number 1172797).

Summary Points

- A number of record linkage algorithms are currently available to gather longitudinal information for entire populations.

What was already known on the topic:

| A number of record linkage algorithms are currently available to gather longitudinal information for entire populations. |
• HIV/AIDS monitoring systems are rather depending on cross-referencing information from people living with HIV/AIDS (PLWHA) to mortality databases, thus accurate and computationally feasible linkage strategies are critically needed.

What this study added to our knowledge:
• Python language algorithm and Reclink software are two free algorithms which proved to be accurate enough in retrieving vital information from PLWHA registered in public data bases to the official mortality system in Brazil.
• The choice of which is the most suitable or even a combined application depends upon a trade-off between an increased processing time in a fully unsupervised process as for Python Language Algorithm over an optimized processing time spent in an interactive supervised algorithm as Reclink.  
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